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Abstract:  MRI-based medical image analysis for brain tumor studies is gaining attention in recent times due to an increased 

need for efficient and objective evaluation of large amounts of data. This paper focuses on morphological processing of the 

images which includes high pass filtering, histogram equalisation, thresholding etc. The paper describes simple techniques to 

clearly figure out the tumor. The results demonstrate our method is effective in showing the tumor location. 
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1. INTRODUCTION  

Morphology is a broad set of image processing operations 

that process images based on shapes. Morphological 

operations apply a structuring element to an input image, 

creating an output image of the same size. In a 

morphological operation, the value of each pixel in the 

output image is based on a comparison of the 

corresponding pixel in the input image with its 

neighbours. By choosing the size and shape of the 

neighbourhood, you can construct a morphological 

operation that is sensitive to specific shapes in the input 

image. In this paper the processes performed on the 

images are rgb to gray converting, high pass filtering, 

histogram equalisation, thresholding, erosion and 

segmentation. 

 

2. SEGMENTATION METHODS  
SOM (Self Organising Map): 

A self-organizing map (SOM) or self-organizing feature 

map (SOFM) is a type of artificial neural network   for 

unsupervised learning. SOMs operate in two modes: 

training and mapping, Training is a competitive process, 

also called vector quantization. Mapping automatically 

classifies a new input vector. Segmentation is an 

important process to extract information from complex 

medical images. 

The main objective of the image segmentation is to 

partition an image into mutually exclusive and exhausted 

regions such that each region of interest is spatially 

contiguous and the pixels within the region are 

homogeneous with respect to a predefined criterion. 

Widely used homogeneity criteria include values of 

intensity, texture, colour, and range, surface normal and 

surface curvatures.  

The importance of SOM for vector quantization is 

primarily due to the similarity between the competitive 

learning process employed in the SOM and the vector 

quantization procedure. The main shortcoming of the 

SOM is that the number of neural units in the competitive 

layer needs to be approximately equal to the number of 

regions desired in the segmented image. It is not however, 

possible to determine a priory the correct number of 

regions M in the segmented image. This is the main 

limitation of the conventional SOM for image 

segmentation. [9] 

 

MDT (Maximum difference threshold): 

In this process, the   medical image is treated as an array 

of pixel data. First step of the process is to determine the 

dimension of the image and determine the middle position 

of image array. We then take a maximum difference 

threshold (MDT) value, which is constant threshold 

determine by observation. We start checking this value 

with the image data by horizontally scanning from left of 

the array to the right. If result of any subtraction is greater 

than the MDT, the array will be divided into two equal 

subsets along middle position and the first and last 

positions of the two subsets will be pushed to stack. 

Otherwise, the mode value of subset will be propagated to 

all other position after modifying value using uniform 

colour quantization technique in colour space breaking in 

sixteen level scales. The process will be continued 

recursively, popping the start and end position subset 

array from the stack and repeat the aforesaid process. The 

process will be continued until the stack is empty.   The 

same process will be repeated by scanning the image 

vertically from top to bottom followed by uniform colour 

quantization technique in colour space breaking in sixteen 

level scales.  [10] 

 

Grey-Level Co-occurrence matrix (GLCM) and Support 

Vector Machine (SVM): 

The proposed method is based on following discussed 

techniques: Grey-Level Co-occurrence matrix (GLCM) 

and Support Vector Machine (SVM). This method 

consists of two stages: Feature Extraction and Feature 

Classification. As SVM is binary classifier; it is used to 

classify the extracted features into further two classes. For 

medical images; it classifies between normal and 

abnormal images along with type of abnormality exist. 

Two classes have been defined i.e. class 0 and class 1. In 

Brain MRI images; class 0 is defined for normal images 

and class 1 is defined for abnormal images. Images are 

classified by specialist and SVM. [12] 
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Support Vector Machine 

 The Support Vector Machine (SVM) was first proposed 

by Vapnik and has since attracted a high degree of interest 

in the machine learning research community. Several 

recent studies have reported that the SVM (support vector 

machines) generally are capable of delivering higher 

performance in terms of classification accuracy than other 

data classification algorithms. SVM is a binary classifier 

based on supervised learning which gives better 

performance than other classifiers. SVM classifies 

between two classes by constructing a hyper plane in 

high-dimensional feature space which can be used for 

classification. Hyper plane can be represented by 

equation:-  w.x+b=0 (w is weight vector and normal to 

hyper plane, b is bias or threshold [12]) 

 

K means clustering: 

In this proposed method k-means clustering is 

implemented with histogram equalization method. The K 

Means clustering technique is a well-known approach that 

has been applied to solve low-level image segmentation 

tasks. Image segmentation covers this objective by 

extracting the abnormal portion from the image which is 

useful for analyzing the shape of the abnormal region. A 

brain Image consists of   cluster i.e. gray matter (GM), 

white matter (WM), cerebrospinal fluid (CSF) and tumor 

region. [13] 

 

Fuzzy C-means: 

Fuzzy C-means is a clustering method which allows a 

piece of data to belong to two or more cluster, which is 

frequently used in computer vision, pattern recognition 

and image processing. The FCM algorithm obtains 

segmentation results by fuzzy. Color based classification 

methods which group a pixel belong exclusively to one 

class.FCM approach is quite effective for color based 

image segmentation. Several segmentation algorithms are 

based on fuzzy set theory. Fuzzy C-means is a clustering 

algorithm that used membership degree to determine each 

data point belongs to a certain cluster. FCM divided the n 

vectors Xi ( i=1, 2, 3é..n) into C fuzzy group and 

computing the cluster centre of each group making value 

function of non-similarity index to achieve the minimum. 

Fuzzy c-means (FCM) is a method of clustering which 

allows one piece of data to belong to two or more clusters.  

[13] 

 

Watershed Segmentation: 

A grey-level image may be seen as a topographic relief, 

where the grey level of a pixel is interpreted as its altitude 

in the relief. A drop of water falling on a topographic 

relief flows along a path to finally reach a local minimum. 

Intuitively, the watershed of a relief corresponds to the 

limits of the adjacent catchment basins of the drops of 

water. In image processing, different watershed lines may 

be computed. In graphs, some may be defined on the 

nodes, on the edges, or hybrid lines on both nodes and 

edges. Watersheds may also be defined in the continuous 

domain. [3] 

 

 Split and Merge Segmentation: 

The split method begins with the entire image, and 

repeatedly splits each segment into quarters if the 

homogeneity criterion is not satisfied. These splits can 

sometimes divide portions of one object. The merge 

method joins adjacent segments of the same object. It is 

important to distinguish the separate regions for intensity 

based segmentation so that over- segmentation and under-

segmentation   of   regions can be differentiated. Task of 

this kind can be performed using split segmentation or 

merge segmentation. If a region is not segmented fully, 

correction can be made by adding boundaries to, or 

splitting, certain regions that contain parts of different 

objects. If a region is segmented more than is necessary, 

correction can be made by eliminating false boundaries 

and merging adjacent regions if they belong to the same 

object or feature. [4] 

 

3. PROCEDURE 
RGB images are converted into GRAY images for better 

view of the tumor. The syntax used is rgb2gray converts 

RGB images to gray scale by eliminating the hue and 

saturation information while retaining the luminance. The 

object to be detected differs greatly in contrast from the 

background image. The gradient image can be calculated 

and a threshold can be applied to create a binary mask 

containg the segmented tumor. First, we use edge and the 

sobel operator to calculate the threshold value. We the 

tune the threshold value and use edge again to obtain a 

binary mask that contains the segmented tumor. The sobel 

method finds edeges using the Sobel approximation to the 

derivative. It returns edeges at those points where the 

gradient of binary image is maximum. 

Histogram equalisation is use to increase the contrast of 

image. This method is useful in images with background 

and foregrounds that are both bright or both dark. A key 

advantage of the method is that it is a fairly straight 

forward technique. Through this advantage, the intensities 

can be better distributed on the histogram. This allows for 

areas of lower local contrast to gain a higher contrast. 

Thresholding is performed in order to seprate the object 

of intrest from the background. A binary image is created 

by colouring each pixel white or black, depending on a 

pixelôs labels. The graythresh function computes a globel 

threshold label that can be used to convert an intensity 

image to a binary image. Level is a normalised intensity 

value that lies in the range [0, 1].  During the thresholding 

process, individual pixel in an image is marked asò 

objectò pixels if their values are greater than some 

threshold value and as ñbackgroundò pixels otherwise. 

Morphological erosion removes pixels on objects 

boundaries. The number of pixels added or remove from 

the object in an image depends on the size and shape of 

the structuring element use to processes the image. 

Morphological structuring element (STREL) creates a 

flat, disk shaped structuring element where R species the 

radius must be non negative integer. 

Segmentation is carried out is order to detect the tumor 

by using pixel based image segmentation. 
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Figure 1: Flow chart of tumor detection 

 

4. RESULTS AND DISCUSSIONS 
The processes were applied on images and the results 

were promising. The tumor was separated out from the 

original image with clear depiction. The results obtained 

after each process are shown in figures below. The final 

image shows the tumor clearly highlighted from the 

background.

 
Figure 2 

Original Brain Tumor MRI Image 

RGB to Gray image 

High Pass Filtering 

Histogram Equalization 

Thresholding 

Morphological erosion 

Segmentation 

Tumor Detected In Original Image 




