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Abstract - In this paper, a multilingual speaker identification system based on optimal energy frame selection 

approach is discussed. A fixed frame rate adopted in most state-of-the-art speaker identification systems can face 

some problems, such as suddenly meeting some noisy frames, assigning the equal importance to each and every 

frame, and pitch asynchronous representation. The proposed energy frame method detects dynamic regions in 

speech signal and change of frame size to suit the local conditions which improves the speaker identification 

accuracy. The proposed method uses Mel Frequency Cepstral Coefficients (MFCC) for feature extraction.  Vector 

Quantization and Gaussian Mixture Model techniques are used for speaker modeling to minimize the amount of 

data to be handled. The proposed system was investigated the effect of the different length segmental feature for 

speaker identification. The performance was evaluated against 53 speakers for 3 different languages (Tamil, 

English, and Hindi). From the experimental analysis the proposed multilingual speaker identification system yields 

higher identification accuracy of 19% and 25% than the existing method, while using Vector Quantization and 

Gaussian Mixture Model as speaker modeling technique respectively. 

 
Keywords - Mel Frequency Cepstral Coefficient, Speaker modeling, Vector Quantization, Gaussian Mixture Model, 

Variable Frame Rate, False Acceptance, False rejection. 

 
1. INTRODUCTION 

Voice recognition is the process of automatic 

recognition of the speaker on the basis of individual 

information available in speech waves. This technique 

makes it possible to user's voice to verify their identity 

and control access to services such as voice dialing, 

Telephone Services using by Banks, Mobile Shopping, 

Accessing Database and Authentication Purposes. 

Speaker recognition can be classified into 

identification and verification. Speaker identification 

is the process of identifying which registered speaker 

provides a given voice sample. Speaker verification, 

on the other hand, is the process of accepting or 

neglecting the identity claim of a speaker [1]. 

In conventional approach, the same language is used 

for both training and testing phases may not be the 

best choice. This leads to language-constrained 

problem. To avoid this, multilingual can be processed 

as training is done in one language and testing is made 

in another language to get best speaker identification 

system [2]. 

Speaker identification method can be classified into 

three modules such as preprocessing, feature 

extraction and speaker modeling. The purpose of pre-

processing is to offset the attenuation due to 

physiological characteristics of the speech production 

system and also to enhance the higher frequencies and 

improves the efficiency of the speech analysis [3]. 

 
 

Figure 1: General Block diagram of Speaker 

Identification System 
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2.  PRE-PROCESSING 
The main objective of speech pre-processing is to 

make the speech signal more intelligible for further 

processing. The pre-processing stage converts the 

analog speech signal into digital samples with 

sampling frequency of 8000HZ. It consists of three 

modules namely pre-emphasis, framing, windowing 

[5].  

Pre-emphasis is used to boost the energy of high 

frequency signals. Common voice characteristics emit 

low frequencies higher in amplitude than high 

frequencies. . A simple method of pre-emphasis is 

processing with a FIR filter given by: 

 

                                                          
where x[n] is the input speech signal and y[n] is the 

output pre-emphasized speech and α = 0.95 is an 

adjustable parameter. 

After  pre-processing, the  speech signal is divided into 

frames where each frame consists of N (256) samples 

and successive frames are overlapping with each other 

by M (128) samples [6].After frame segmentation, 

windowing is carried out to reduce the side effects 

caused by signal discontinuity at the beginning and at 

the end due to framing.  

 

w                 
   

   
                       (2) 

0       
 

where N is the number of samples in each frame. 

The next step is the application of Fast Fourier 

Transform (FFT), which converts each frame of N 

samples from the time domain into the frequency 

domain [7]. 

 

 

2.1 MFCC 

 

After a process of Windowing and Fourier 

transformation is performed, wrapping of signals in 

the frequency domain using 24 filter bank is done. 

This filter is developed based on the behavior of 

human ear’s perception, or each tone of a voice signal 

with an actual frequency f, measured in Hz, it can also 

be found as a subjective pitch in mel frequency scale 

[8]. The mel frequency scale is determined to have a 

linear frequency relationship below 1000 Hz and a 

logarithmic relationship higher than 1000Hz.  The mel 

frequency higher than 1000 Hz is,  

 

Mel (f) = 2595*        
 

   
          (3) 

 

 

 
 

Figure 2: MFCC Processor 

 

In this final step, we convert the log Mel spectrum 

returns to time. The result is called the Mel frequency 

Cepstrum coefficients (MFCC). 

 

3. PROPOSED METHOD 
In proposed method, variable frame rate analysis is 

based upon the first-order difference of the energy for 

ΔE. 

This ΔE is used to determine at what point a new 

feature should be extracted. In the proposed method, a 

criteria to retain the current frame is employed if the 

change in energy ΔE is greater than a fixed threshold 

T, and discard it if ΔE<T. 

The steps involved in the proposed method to find 

optimum energy frames are, 

Step.1: Calculate MFCC vectors with n samples frame 

length and m samples step size. 

Step.2: Calculate b (i), change in energy from MFCC 

vectors, by using the equation,  

                                                                     

        
 

 

   

                                                 

 

where m is the frame number, n is the frame length 

and xm (n) is the n
th

 sample of speech in the m
th

 frame. 

Step.3: Find the average energy (T), from b (i). 

Step.4: Calculate first order energy difference between 

consecutive frames, by using the equation, 

 

ΔE=                                                         (5) 

 

Step.5: If  E > T, current frame is extracted, if  E < 

T, current frame is discarded. 
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Figure. 3 Block diagram of speaker identification 

system 

 

       4. GAUSSIAN MIXTURE MODEL 

Gaussian mixture models (GMM) [4] are similar to 

code books in the regard that clusters in feature space 

are estimated as well. In addition to the mean vectors, 

the covariance of the clusters and the mixture weights 

are also computed, resulting in a more detailed speaker 

model if there is a sufficient amount of training 

speech. One common approach to identification is to 

compute the probability of each speaker model given 

the features and then chose the speaker with highest 

probability. 

Gaussian mixture model (GMM) is a sophisticated 

statistical model, which can be viewed as a universal 

estimator. GMM has been applied to speaker 

recognition to model speaker’s characteristics. GMM 

is specified as, 

 

            =      
 
                                   (6) 

 

where    are mixture coefficients subject to      
 
    

 .  

   (   )  are component gaussian distributions: 

 

           
 

    
 
     

 
 

     
 

 
      

ǋ  
     

                                                                                         (7) 

 

here, λ=(   ,Õ  ,   ,D is the number of dimension of    

, M is the number of components,λ is the parameter 

set,Õ 
 
 is the mean of the     components, and    is the 

covariance matrix of the     

components.Consequently, its log-likelihood function 

is defined as , 

 

            
       

                                             (8) 

 

where     is input vector ,t and T is the number of input 

vectors. Parameter estimation in GMM is often 

performed by EM (Expectation Maximization) 

algorithm [7]. 

 

 

5. VECTOR QUANTIZATION 
Vector Quantization (VQ) [3] is a process of mapping 

vectors from a large vector space to a finite number of 

regions in that space. Each region is called a cluster 

and can be represented by its center called a codeword. 

The collection of all codeword is called a codebook. 

Each speaker is represented by a codebook of spectral 

templates representing the phonetic sound clusters. 

The training material of a speaker is used to estimate a 

codebook, which is the model for that speaker. The 

classification of unknown test signals is based on the 

quantization error. For an identification decision, the 

error of the test feature vector sequence in regard to all 

codebooks is computed. The identified speaker is the 

one whose code book has the smallest error between 

the test vectors and the corresponding nearest code 

book vector. 

 

The key advantages of VQ are 

¶ Reduced storage for spectral analysis 

information 

¶ Reduced computation for determining 

similarity of spectral analysis vectors.  In 

speech recognition, a major component of 

the computation is the determination of 

spectral similarity between a pair of vectors. 

Based on the VQ representation this is often 

reduced to a table lookup of similarities 

between pairs of codebook vectors. 

¶ Discrete representation of speech sounds 
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Figure. 4 Block Diagram of the basic VQ 

Training and classification structure 

 

In this approach we consider the speaker of a 

particular utterance as an information source that can 

be modeled using the standard source coding method 

called vector quantization. Figure.5 shows the flow 

diagram of VQ - LBG algorithm [9]. 

 

 
 

Figure.5 flow chart for VQ-LBG algorithm 

 

 

6. RESULTS AND DICUSSION 
Performance evaluation:         
Voice identification accuracy is calculated by using 

this formula:   

 

   Speaker                correct no. of identification 

  Identification =                                                  *100                

     Accuracy               total no. of speakers   

 

  

     

Figure. 6 Input signal 

 

 
Figure. 7 Signal after framing                                                                                                                       

 

  

       

Figure. 8 Logarithmic power Spectrum 
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Figure. 9Power spectrum 

                

 
Figure. 10 Mel scale filter bank 

 

In this plot, the areas containing the highest level of 

energy are displayed in red. As we can see on the 

plot, the red area is located between 0.3 and 0.7 

seconds. The plot also shows that most of the energy 

is concentrated in the lower frequencies (between 50 

Hz and 1 kHz). For a more detailed plot run the demo 

script on the CD-Rom. In the above figure we have 

only chosen few feature vectors. Each column refers 

to a feature vector. The element of each column and 

the corresponding MFCCs.  As we had chosen the 

first 24 DCT coefficients, hence each column will be 

having 24 elements. In this project the total numbers 

of frames are reduced by using Feature Extraction. 

 

Table1. Gives the Optimum selection of frames 

Speaker 
Total no. of 

frames 

Optimum 

selection of 

frame 

accuracy (%) 

1 196 90 

2 180 85 

3 196 92 

4 200 102 

6 256 125 

7 355 150 

8 400 189 

9 190 85 

10 186 80 

11 180 70 

12 522 300 

13 400 198 

14 255 156 

15 256 135 

16 222 100 

17 422 200 

18 512 302 

19 321 189 

20 256 123 

21 158 85 

22 128 70 

23 422 212 

24 365 189 

25 365 179 

26 254 145 

27 356 156 

28 354 162 

29 184 123 

30 176 100 

31 196 102 

32 190 89 

33 485 235 

34 192 90 

35 245 156 

36 354 186 

37 254 165 

38 258 145 

39 265 123 

40 412 221 

41 435 200 

42 126 65 

43 196 78 

44 185 89 

45 180 80 

46 172 79 

47 160 90 

48 258 156 

49 324 215 

50 256 153 

51 278 124 

52 298 156 

53 285 145 

 
Average = 

274 

Average = 

141 

 

From the experimental results the Optimum Frame 

selection is outperformed compared to Existing 

method. Here, the Total numbers of frames are reduced 

in terms of 133 samples per frame. For example 41th 

speaker has the total number of frames reduced by 200 

samples per frame.  
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Table2. Comparison of speaker Identification accuracy between the Existing method and the proposed method 

 

 

 

 

 

 

Figure11. Optimum Energy Frame 

 

 

 

 

 

 

 
 

Figure 12.English Train 

 

   Codebook  Existing method-accuracy (%)  Proposed method-accuracy (%)  

Language  Size           

VQ  

       GMM           VQ        GMM  

 Window  16 24 32 16 24 32 16 24 32 16 24 32 

Train: English  Blackman  55 55 72 79 83 85 68 68 53 79 85 85 

Test: Tamil  Hamming  45 45 53 72 77 87 60 60 45 79 85 87 

 Rectangular  51 51 58 68 81 85 57 60 47 79 81 85 

Train: English  Blackman  49 49 57 51 60 70 53 53 64 57 64 70 

Test: Hindi  Hamming  49 49 66 49 64 68 57 57 58 57 64 68 

 Rectangular  55 55 60 47 57 64 55 55 62 47 51 57 

Train: Hindi  Blackman  53 53 58 55 55 55 60 65 62 51 57 60 

Test: Tamil  Hamming  64 64 64 49 57 55 60 60 64 55 66 72 

 Rectangular  51 51 57 49 49 58 58 58 57 60 62 72 

Train: Hindi  Blackman  43 43 49 51 53 58 51 51 57 51 57 62 

Test: English  Hamming  51 51 51 42 57 55 53 53 60 60 62 72 

 Rectangular  45 45 47 51 55 58 51 51 60 55 58 72 

Train: Tamil  Blackman  64 64 72 65 55 75 68 68 75 75 65 75 

Test: English  Hamming  58 58 66 60 55 65 79 79 75 60 55 65 

 Rectangular  53 53 72 35 55 45 66 66 72 35 55 40 

Train: Tamil  Blackman  38 38 49 70 60 60 43 43 66 75 65 60 

Test: English  Hamming  42 42 51 65 65 55 51 51 57 65 60 55 

 Rectangular  40 40 51 35 50 50 42 42 51 40 50 50 
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Figure 13. Hindi Train 

 

 
 

Figure 14: Tamil Train 

 

From the above fig.12, fig. 13, fig. 14 GMM 

outperformed in identification accuracy, when 

compared to VQ. 

 

      7. CONCLUSION 
The proposed optimum energy frame algorithm shows 

that the identification accuracy increases with 

reduction in size and space complexity. This system 

gives better acoustic signal modeling in regions with 

fast spectral changes. The proposed multilingual 

speaker identification system was analyzed under 

different windowing schemes and by varying the 

length of frames with different overlaps. From our 

initial experiment, we choose 512 samples per frame 

with overlap of 60% as an optimal one. The proposed 

system performance was compared with Mel 

Frequency Cepstral Coefficients (Existing method) for 

VQ and GMM. From the analysis of   two modeling 

techniques, it is clearly shown that GMM 

outperformed VQ in every way. For a database with 

53 speakers, a maximum percentage of   87% is 

achieved which makes this system very capable of 

performing to a reasonable level in real time. The 

proposed system was analyzed without any speech 

enhancement techniques .The system efficiency can be 

further improved by adding any speech enhancement 

technique as a preprocessor. By reducing the number 

of frames (by selecting optimum frames), this system 

is suitable for reduced time and space complexity 

environment. 
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